**学习进度**

本周学习任务：

学习Part I General Recommendation Techniques：A Comprehensive Survey of Neighborhood-Based Methods for Recommender Systems.

下周学习任务：

学习Part I General Recommendation Techniques：Advances in Collaborative Filtering

1. 基本认知

**相较于基于内容的推荐方法**，协同过滤不依赖于质量未知的内容信息，而是使用用户评级（显式反馈）和使用模式（隐式反馈）等信息，用于生成针对特定用户的商品推荐。同时，协同过滤方法在不断添加新用户或新项目的在线环境中，具有更为显著的稳定性。

**协同过滤可以划分为基于邻域和模型两大类别**，前者直接使用用户历史行为数据预测用户对于未知物品的评级，后者则使用同类型数据训练而成的预测模型进行推荐服务。其中，基于邻域的方法：能够在离线阶段预先计算最近邻，并于在线阶段提供近乎瞬时的推荐；亦能提供关于推荐的合理解释，为交互系统打下坚实的基础。然而，基于邻域的方法存在数据稀疏性、局部化的相似性计算及冷启动问题。其中，局部化的相似性计算是指，在推荐过程中只考虑到了与目标对象非常相似的部分近邻，导致了推荐的覆盖范围受限。而相较于基于邻域的方法，基于模型的方法则更擅长使用潜在因素描述用户偏好及物品特征。然而，基于模型的方法具备更高预测性能的同时，也相对更缺乏意外发现珍奇事务的才能。

值得注意的是，**基于邻域与模型方法的区别**在于：基于邻域的方法直接利用计算而来的相似度信息进行推荐，而基于模型的方法则通过参数学习的方式来预测用户对于未知物品的评级。基于邻域的优化过程，主要涉及相似度计算方式、邻域的选择及预测规则等方面的改进。而基于模型的优化过程，类似于机器学习模型的学习过程，涉及模型结构、目标函数、优化算法及预测规则等方面的改进与调整。

值得补充的是，**推荐任务可以归结为评级预测及Top-N推荐两类问题**，前者预测用户对于未见物品的评分，后者预测用户最可能感兴趣的N个商品。当评级数据可用时，主要考虑评级预测问题，此类问题又可细分为回归与分类两种，使用的准确度度量主要有：平均绝对误差MAE及均方根误差RMSE，公式如下：
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而当评级数据不可用时（比如：只知道用户购买过的物品列表，不知道衡量预测结果准确性的评级标签），主要考虑Top-N推荐问题。同评级推荐一样，Top-N问题也需要将用户交互过的物品列表划分为训练与测试集。前者用于训练模型，使模型在训练过程中尽可能地拟合训练集数据；后者用于测试模型，用于评价与调整模型关于预测用户对某物品喜好程度的能力。Top-N推荐问题的评价指标有：准确率、召回率及平均逆命中率（Average Reciprocal Hit-Rank, ARHR），公式如下：
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1. 基于邻域的一般方法

**在基于邻域的推荐方法中，基于用户或物品是较为基础的两种实现方法**。其中，基于用户通过借鉴同用户u最近邻的部分用户对于项目i的评分，预测用户u对于项目i的评分；基于物品则通过借鉴用户u评价过且与项目i最近邻的若干项目的评分，预测目标用户u对于目标项目i的评分。
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当评分刻度离散时，评级预测属于分类任务。此时，需要根据k个近邻用户对于目标物品i的评分完成投票，从而选择投票最多的离散评级，作为用户u对于目标物品i的评级预测值。具体公式，如上右式所示。

对于**基于物品的评级预测**而言，也需分别讨论回归及分类两种情形。当评分刻度连续时，评级预测属于回归任务。此时，首先需要获取用户u评价过的且与目标项目i最相似的若干项目![](data:image/x-wmf;base64,183GmgAAAAAAACIEewLsCQAAAACkWAEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AiN8ZABE+dnf4D3x3AAAAAAQAAAAtAQAACAAAADIKgAH7AgEAAAApvwgAAAAyCoABBQIBAAAAKAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AiN8ZABE+dnf4D3x3AAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAYMCAQAAAGkACAAAADIKgAFMAAEAAABOABwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCI3xkAET52d/gPfHcAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCuABXwEBAAAAdQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3IQCKAgAACgAGAAAAIQCKAgEAAADw4BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)；然后根据不同近邻项目与目标项目i的相似度，求用户u对于不同近邻物品评分的加权平均值；最后额外考虑用户不同的评分标准即可。具体公式，如下左式所示。而当评分刻度离散时，评级预测属于分类任务，具体公式如下右式所示，具体解释参上。
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关键问题在于，**选择使用基于用户或物品邻域方法的准则是什么？**从解释性来看，由于预测中用到的近邻物品列表及相似度权重都可以作为推荐的解释提供给用户，基于物品更具解释性。从惊喜度来看，基于用户能够产生更新颖的推荐，尤其是参考的近邻用户很少时。从稳定性来看，需要考虑系统中用户和物品的改变频率和数量，如果用户改变频率更快，则基于物品的方法更稳定。从准确性和效率来看，需要考虑系统存储的用户数和物品数比例，当用户远多于物品时基于物品更准确且计算相似度所需内存和时间往往更少，反之亦然。

1. 相似度权重计算

用户或物品相似度，可以用于选择可信的近邻，也可以在预测规则中作为权重来衡量不同近邻评分的参考程度。常见的计算方法如下：

**皮尔逊相似度（Pearson Correlation, PC）**通过减去各自均值的方式完成了评分归一化，消除了评分量级的影响。而且PC的值域为[-1,1]，可以更直观地解释两者间线性相关性的强弱程度。此外，这种基于评分均值与方差的计算方式，对于异常值更具鲁棒性。计算用户或物品间相似度的公式，分别如下左右所示。

![](data:image/x-wmf;base64,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) ![](data:image/x-wmf;base64,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)

其中，![](data:image/x-wmf;base64,183GmgAAAAAAADQCewLsCQAAAACyXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AqN8ZABE+dnf4D3x3AAAAAAQAAAAtAQAACAAAADIK4AHbAAIAAAB1dhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCo3xkAET52d/gPfHcAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABRgABAAAASQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3IQCKAgAACgAGAAAAIQCKAgAAAAAQ4RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)为同时被用户u和v评价过的物品集合，![](data:image/x-wmf;base64,183GmgAAAAAAAFcCngLsCQAAAAA0XgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AqN8ZABE+dnf4D3x3AAAAAAQAAAAtAQAACAAAADIK4AFHAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCo3xkAET52d/gPfHcAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABFgABAAAAVQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3IQCKAgAACgAGAAAAIQCKAgAAAAAQ4RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)为同时评价过物品i和j的用户集合。

**均方差（Mean Squared Difference, MSD）**则通过平方评分间平均差异的方式，更为强调关注评分差异较大的用户或物品。然而，MSD无法考虑用户或物品间的负关联。具体公式，如下所示。

![](data:image/x-wmf;base64,183GmgAAAAAAAKMRVgbsCQAAAAAISQEACQAAA2wCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAUAEBIAAAAmBg8AGgD/////AAAQAAAAwP///7z////ADwAAfAUAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJEANQKBQAAABMCEALUCgUAAAAUAkQAtQwFAAAAEwIQArUMBQAAABQCQALwBwUAAAATAkACoQ8cAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAd7NzRndAAAAAiN8ZABE+RHf4D0p3AAAAAAQAAAAtAQEACAAAADIKJQQsCAEAAADlLhwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3s3NGd0AAAACI3xkAET5Ed/gPSncAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCjsFPQgBAAAAznkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAd7NzRndAAAAAiN8ZABE+RHf4D0p3AAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgrMAwsMAQAAAC15CAAAADIKoAK+BgEAAAA9eRwAAAD7AmD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCI3xkAET5Ed/gPSncAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCnMFMgkCAAAAdXYcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AiN8ZABE+RHf4D0p3AAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgo7BdkIAQAAAEkACAAAADIKOwUGCAEAAABpLggAAAAyCiwEkg0CAAAAdmkIAAAAMgosBO4KAgAAAHVpCAAAADIK6gGdCwIAAAB1dhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCI3xkAET5Ed/gPSncAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCswDHw0BAAAAcnYIAAAAMgrMA34KAQAAAHJ5CAAAADIKigEICwEAAABJdggAAAAyCqACMgUBAAAAdnkIAAAAMgqgAtwDAQAAAHV2CQAAADIKoAJAAAMAAABNU0RlHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAIjfGQARPkR3+A9KdwAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKIAP4DgEAAAAydhwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgCI3xkAET5Ed/gPSncAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCswDZQ4BAAAAKXYIAAAAMgrMA/QJAQAAAChTCAAAADIKoALmBQEAAAApdggAAAAyCqACqAQBAAAALHYIAAAAMgqgAl4DAQAAACh2CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdyEAigIAAAoABgAAACEAigIBAAAA8OAZAAQAAAAtAQEABAAAAPABAgADAAAAAAA=)

**斯皮尔曼等级关联（Spearman Rank Correlation, SRC）**根据评分排名而非评分值完成计算，可以捕捉数据间的任意单调关系，特别适合于不需要线性关系假设的场景。同时，SRC使用的评分排名是一种非参数统计量，不依赖于数据的具体分布假设，绕开了标准化评分问题。此外，SRC适用于各种类型的数据（分类、顺序和连续数据等）且对异常值鲁棒。然而，当评分只有少量可选值时，SRC将会产生大量的并列排名，从而造成性能不佳。

具体公式，如下所示。其中，![](data:image/x-wmf;base64,183GmgAAAAAAABECewLsCQAAAACXXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AqN8ZABE+RHf4D0p3AAAAAAQAAAAtAQAACAAAADIK4AHsAAIAAAB1aRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCo3xkAET5Ed/gPSncAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABOgABAAAAawAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3IQCKAgAACgAGAAAAIQCKAgAAAAAQ4RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)表示物品i在用户u所评分物品中的排名（并列评分则用它们的平均排名），![](data:image/x-wmf;base64,183GmgAAAAAAAMoBngLsCQAAAACpXQEACQAAA98AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///7b///9gAQAAFgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJSAGgABQAAABMCUgAQARwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCo3xkAET5Ed/gPSncAAAAABAAAAC0BAQAIAAAAMgoAAuwAAQAAAHUAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKjfGQARPkR3+A9KdwAAAAAEAAAALQECAAQAAADwAQEACAAAADIKoAE6AAEAAABreQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHchAIoCAAAKAAYAAAAhAIoCAQAAABDhGQAEAAAALQEBAAQAAADwAQIAAwAAAAAA)表示用户所评物品的平均排名。

![](data:image/x-wmf;base64,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)

值得讨论的是，相较于用户数和项目数，评级数经常是稀疏的，且相似度也仅是通过很少一部分对相同物品的评分或同一用户所做的评分来计算获得的。故此，可以根据评分数量**度量相似度的可信程度**，主要有重要性权重和基于收缩两种方法。其中，重要性权重使用阈值γ（超参γ经验为50）来确定何时惩罚相似度，公式如下所示。
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而相较于重要性权重，基于收缩的方法（超参β经验为100）更为连续，公式如下所示。
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显而易见的是，用户对于普遍受欢迎物品的评分，所蕴含的信息量更少。而获得更少评价的物品，有时候更能反映评分用户的个性化差异。由此，基于逆用户频率![](data:image/x-wmf;base64,183GmgAAAAAAAKcBewLsCQAAAAAhXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AqN8ZABE+RHf4D0p3AAAAAAQAAAAtAQAACAAAADIK4AEAAQEAAABpABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB3s3NGd0AAAACo3xkAET5Ed/gPSncAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABNAABAAAAbM4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3IQCKAgAACgAGAAAAIQCKAgAAAAAQ4RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)（越少的人与项目i交互取值越大）改进的皮尔逊关联系数，应运而生。**频率加权皮尔逊关联系数（Frequency-Weighted Pearson Correlation, FWPC）**公式，如下所示。

![](data:image/x-wmf;base64,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)

此外，**在计算用户间相似度时，额外考虑用户评价过的物品与指定参照物品间的关系**![](data:image/x-wmf;base64,183GmgAAAAAAADQCngLsCQAAAABXXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AqN8ZABE+RHf4D0p3AAAAAAQAAAAtAQAACAAAADIK4AEuAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCo3xkAET5Ed/gPSncAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAdwAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3IQCKAgAACgAGAAAAIQCKAgAAAAAQ4RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，或许能够获得更可靠的用户间相似度值。然而，这种考虑需要额外计算![](data:image/x-wmf;base64,183GmgAAAAAAADQCngLsCQAAAABXXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AqN8ZABE+RHf4D0p3AAAAAAQAAAAtAQAACAAAADIK4AEuAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCo3xkAET5Ed/gPSncAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAdwAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3IQCKAgAACgAGAAAAIQCKAgAAAAAQ4RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，不适合应用于在线推荐系统。基于PC的改进公式，如下所示。
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1. 邻域的选择

近邻数量及其选择标准，会对推荐系统的质量产生严重的影响，实验证明近邻数量和预测精度间的关系遵循凸函数。故此，关键在于如何存储更少相似权重的同时，保证推荐系统的预测性能。具体而言，对于**邻域的预过滤处理**，主要的方法有：阈值过滤（保留相似度大于给定阈值的权重）、负过滤（根据实际效果决定不考虑负评级）及Top-N过滤（每个用户或项目只适当地保留N个近邻及其各自的相似度权重列表）等。值得注意的是，前述三种过滤方法，可以结合起来使用。